Structure–property linkages using a data science approach: Application to a non-metallic inclusion/steel composite system
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Abstract—Practical multiscale materials design is contingent on the availability of robust and reliable reduced-order linkages (i.e., surrogate models) between the material internal structure and its associated macroscale properties of interest. Traditional approaches for establishing such linkages have relied largely on computationally expensive numerical simulation tools (e.g., the finite element models). This work investigates the viability of establishing low (computational) cost, data-driven, surrogate models for previously established numerical multiscale material models. This new approach comprises the following main steps: (1) generating a calibration (i.e., training) dataset using an ensemble of representative microstructures and obtaining their mechanical responses using established physics-based simulation tools (e.g., finite element models), (2) establishing objective, reduced-order, measures of the microstructures (e.g., using n-point spatial correlations and Principal Component Analysis), and (3) extracting and validating sufficiently accurate, computationally low-cost, relationships between the selected microstructure measures and effective (homogenized) properties (or performance metrics) of interest using various regression methods. In this paper, the viability of the data science approach in capturing such linkages (expressed as metamodels or surrogate models) for inelastic effective properties of composite materials is demonstrated for the first time.
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1. Introduction

Homogenization theories [1–15] are generally used to extract quantitative relationships between the effective properties of a composite material and certain important measures of its hierarchical internal structure. However, the accuracy of these theories is largely dependent on the adequacy of the selected set of microstructure measures. For example, it is well known that when a material’s internal structure is quantified using only the volume fractions of various constituent phases, one can rigorously predict only the bounds of certain effective properties of the material. In general, one might expect to obtain better bounds and estimates of the effective properties, if one uses more information on the microstructure. Nevertheless, the results of the homogenization theories, when expressed as computationally efficient structure–property linkages, serve a critical role in hierarchical multiscale materials models (e.g., [16–18]).

In practice, rigorously formulated homogenization theories are currently available only for a fairly limited class of effective properties [1,8,19,20]. In most situations, one is forced to resort to numerical approaches (e.g., finite element models) for exploring the complex linkages between a material microstructure and its associated effective properties. When homogenization is accomplished through sophisticated (physics-based) numerical approaches, there is a critical need to distill the implied structure–property linkages from such models into low cost metamodels that can be easily incorporated into hierarchical multiscale modeling strategies. Currently, there is no established formalism for addressing this critical need.

The central challenge in the extraction of structure–property linkages from sophisticated numerical models is the identification of the salient microstructure measures that have a dominant influence on the macroscale properties of interest. Generally, this selection is made based on prior knowledge and intuition. For example, in establishing structure–property linkages for the effects of inclusions on the properties of steel (this case study will be explored in detail in this paper), it is typical to employ microstructure measures such as volume fraction, average inclusion size, and
average inclusion spacing (mean free path) as the salient microstructure measures [21–25]. However, one can easily see that this simple set of microstructure measures is unlikely to be the best possible set or even an adequate set, because it is easy to imagine multiple instantiations of microstructures that would exhibit the same values of these simple microstructure measures while displaying vastly different values of the macroscale properties of interest. This is particularly true when establishing structure–property linkages for defect-sensitive, potentially anisotropic, macroscale properties. In this paper, we explore the viability of employing a novel data science approach for objective (data-driven) formulation of such structure–property linkages.

In recent years, Kalidindi and co-workers [1,20,26–30] have presented a rigorous mathematical framework for systematic quantification of microstructure based on the concepts of $n$-point spatial correlations (also called $n$-point statistics) [6,31–34]. A major benefit of this approach is that it provides a naturally organized set of measures of the microstructure. However, the complete set of $n$-point statistics is an extremely large, unwieldy set, with exploding information content as a function of $n$. Even for $n = 2$, the number of spatial statistics is typically large enough that a rigorous analysis of large microstructure datasets and computationally efficient mining of structure–property linkages is only possible with the application of data analytic tools that include various combinations of feature selection and/or dimensionality reduction algorithms. One such tool that was previously employed with success [28–30,35–39] is the Principal Component Analysis (PCA) method. It is emphasized here that although PCA dimensionality reduction techniques have been explored in materials problems in prior literature [35–38], they have only recently been employed on 2-point spatial correlations of microstructure in attempts to successfully extract high fidelity structure–property linkages. The prior case studies have demonstrated the applicability of this new approach for (i) effective diffusivity of the porous transport layers in a Polymer Electrolyte Fuel Cell (PEFC) [40], and (ii) the effective elastic stiffness components of a porous elastic solid [28]. Building on these advances, we explore the applicability of these novel approaches for the first time to nonlinear phenomenon such as plasticity in a non-metallic inclusion/steel composite material system. Readers can refer to Appendix A for quick reference to list of important symbols and their definitions used in this paper.

2. Conventional structure–property linkages in inclusions/steel composites

Inclusions are defects (mainly oxides, sulfides, and nitrides) which are spatially distributed in the steel microstructure and are known to adversely affect various macroscale mechanical properties both during processing as well as in the final finished product [41–51]. Performance and properties of a steel sheet are strongly influenced by the size, shape, composition, type (hard or soft) and distribution of non-metallic inclusions in the steel sheet. Prior studies [21–25] aimed at extracting structure–property linkages for non-metallic inclusions/steel composites have largely relied on experiments, aided by analytical and numerical models. More importantly, all of the prior linkages have utilized highly simplified measures of microstructure such as volume fraction of inclusions, average inclusion size, and average inclusion spacing in establishing the desired linkages. For example, experiments conducted by Garrison and Wojciechowski [22] have suggested that the toughness of the inclusion/steel composite is proportional to $f^{-3}$ (where $f$ is the inclusion volume fraction) or $R^{-1}$ (where $R$ is the average inclusion radius). Experiments by Lankford [24] have suggested that the fatigue life of the inclusion/steel composite is reduced by a factor proportional to $D^{1/3}$ (where $D$ is the inclusion diameter), provided the inclusions do not touch the surface and exceed a critical size. Murakami [25] treated inclusion as mechanically equivalent to small cracks and small defects, and has suggested a power-law relationship between fatigue strength and inclusion size. Gupta et al. [23] used numerical simulations to extract a modified material model for the inclusion/steel composite as:

$$\sigma_f = \sigma_s (1 - V_i)^{2.88}$$

where $\sigma_f$ is the equivalent stress in steel matrix with inclusion, $\sigma_s$ is the equivalent stress in the steel matrix, and $V_i$ is the inclusion volume fraction. Baker et al. [21] proposed that short transverse toughness expressed as crack opening displacement COD is proportional to inclusion separation distance, $d$, in direction of fracture.

The above discussion points to the main limitations of the current approaches in capturing the structure–property linkages in the inclusion/steel composites: (i) all of the prior studies have used very simple isotropic (averaged over all directions) measures of the microstructure that reflect only averaged values (for example using average inclusion size instead of the inclusion size distribution). (ii) As a direct consequence of the use of the isotropic structure measures, the predicted macroscale properties are implicitly assumed to be isotropic. (iii) Most of the prior studies have considered only one structure measure at a time. Since the different structure measures (e.g., volume fraction, inclusion size, inclusion spacing) are not completely independent of each other, it is very difficult to aggregate all of this legacy information and extract structure–property linkages that utilize a common, extensible, set of structure measures. The data science approach described in this paper addresses these key limitations.

3. Data-science approach for establishing structure–property linkages

In recent work by Kalidindi and co-workers, a novel framework has been formulated and explored for establishing computationally low-cost structure–property linkages for a wide variety of hierarchical material systems exhibiting varied phenomenon. Our approach is grounded in the statistical continuum theories originally proposed by Kroner [52] and subsequently refined by Milton [8], Beran and co-workers [53,54], and Adams and co-workers [1,2,20,55–58]. In these rigorously formulated microstructure-sensitive homogenization theories, the effective properties take on the following characteristic series expression:

$$C^* = C - C T C + C T C T C - \ldots$$

where $C^*$ denotes the effective property (defined at the higher length scale) and each term in the infinite series (the specific formulation in Eq. (2) being generally referred to as the weak-contrast expansion [1]) represents a highly
complex convolution integral over the microstructure volume. As an example, the second term in the series is defined as:

$$C \Gamma C = \frac{1}{v(\Omega)} \int_\Omega \int_\Omega C(x) \Gamma(x,x') C(x') dx'dx$$

(3)

where $C(x)$ denotes the perturbation in the local property (compared to a selected reference property) at spatial position $x$ in the microstructure volume $\Omega$ and $\Gamma(x,x')$ is a symmetric second derivative of a suitably defined Green’s function for the underlying physics of the problem at hand. Although Eq. (2) was originally derived for the elastic response of composites, it has been subsequently shown to be also applicable to nonlinear material response [8,55,56] with appropriate re-interpretation of the terms in the series.

The properties of the Green’s function help us recognize that $\Gamma(x,x')$ can be expressed as $\Gamma(x - x')$ or $\Gamma(-t)$, where $t = x' - x$. Employing a statistical representation of the microstructure based on the $n$-point spatial correlations allows us to recast Eq. (3) as:

$$C \Gamma C = \langle C \Gamma C \rangle$$

$$= \int_\Omega \int_\Omega \int_\Omega C(h) \Gamma(h') C(h') dh'dh dt$$

(4)

where $\langle \rangle$ represents an ensemble average (these replace the volume averages in Eq. (3) by virtue of the ergodic hypothesis). $f_s(h,h'|t)$ denotes the 2-point spatial correlations (i.e., the conditional probability of finding local states $h$ and $h'$ at the tail and head, respectively, of a randomly placed vector $t$ into the microstructure), and $\Psi(t)$ denotes the vector space comprising all of the vectors that can be physically placed in the microstructure volume $\Omega$. In the context of this paper, the local state identifies the distinct thermodynamic phases present in the microstructure of the composite material system (for the inclusion/steel system studied here the local states of interest would simply be the inclusion phase and the steel matrix phase).

The most important and remarkable feature of Eq. (4) is that the contribution of the microstructure to the effective property comes exclusively from the 2-point spatial correlations, for the selected term in the series expansion. Indeed, it can be shown that every term in the series shown in Eq. (2) can be expressed similarly where the role of the material structure enters the homogenization relationship exclusively through a specific set of $n$-point spatial correlations. For example, the third term in the series of Eq. (2) only needs 3-point spatial correlations as input from the material structure. Note that the very basic set of $n$-point statistics would correspond to $n = 1$ (referred to as 1-point statistics), and essentially reflect the volume fractions of the different phases in the microstructure. The 1-point statistics enter Eq. (2) through the first term.

Although the strategy described above effectively decomposes the microstructure information from the underlying physics (captured in terms such as the $C(h)\Gamma(-t)C(h')$ in Eq. (4)), the practical utility of Eq. (4) is somewhat limited by the complex integrals present [1,4,57]. This is where a digital representation of the microstructure [1,20,31] affords us the next major advance in our endeavor. In this approach, we start with a discretized description of the microstructure as $m_h$, which reflects the volume fraction of local state $h$ residing in the spatial bin $s$. This is accomplished by binning (typically a uniform tessellation) the spatial domain as well as the local state space. In this notation, $s = 1, 2, \ldots S$ and $h = 1, 2, \ldots H$ enumerate the individual bins in the spatial domain and the local state space, respectively. Since the discretized microstructure signal, $m_h$, represents the total volume fraction of all local states from bin $h$ residing in the spatial bin $s$, it exhibits the following properties:

$$\sum_{h=1}^H m_h^s = 1, \quad 0 \leq m_h^s \leq 1$$

(5)

In the same discretized representation, the 2-point correlations are expressed as:

$$f_{hr} = \frac{1}{S} \sum_{j=1}^S m_h^s m_r^s$$

(6)

where $r$ enumerates the discretization of the space of vectors using the same uniform binning scheme that was used for binning the spatial domain. For a binary microstructure ($H = 2$), the auto-correlation $f_{rr}$ captures all of the independent 2-point statistics [1,59].

Employing digital representations allows us to recast the term in Eq. (4) simply as:

$$\langle C \Gamma C \rangle = \sum_{s,h} A_{sh} f_{sh}$$

(7)

where $f_{sh}$ captures the microstructure information (in the form of 2-point spatial correlations) and the microstructure-independent $A_{sh}$ captures the underlying physics governing the multiscale phenomenon being investigated.

There are a few limitations impeding the practical implementation of the statistical homogenization theories in various multiscale material modeling efforts. It is important to recognize that the number of terms involved in the summation shown in Eq. (7) is extremely large. Although we might expect a number of redundancies in the expression of the $n$-point spatial correlations, these have not yet been precisely identified [20,59].

In recent work, it was demonstrated that techniques such as Principal Component Analyses (PCA), can be used to obtain objective, orthogonal, prioritized, low-dimensional representations of the 2-point statistics in a selected ensemble of microstructures based on the largest variances present in the dataset [28,30]. The PCA representations of the $n$-point statistics have allowed an automated classification of an ensemble of microstructures. Since PCA is essentially a linear transformation, one can see that its usage will lead to recasting Eq. (7) as:

$$\langle C \Gamma C \rangle \approx \tilde{A} \cdot \sum_i \tilde{A}_i x_i$$

(8)

where $x_i$ denotes the weights (also called scores) of the principal components of the spatial correlations (details of their computation presented later) and $\tilde{A}$, denotes their corresponding influences on the effective property of interest. Physically, $x_i$ captures the most salient information on the microstructure, selected based on the most dominant variances in the spatial correlations in a given ensemble of microstructures. Because Eq. (8) represents essentially a re-mapping of the linkages in Eq. (7), the influence coefficients $\tilde{A}$ would still be independent of the material microstructure. Also implicit in Eq. (8) is the truncation
of the series to include only the dominant terms (those making significant contributions to a selected effective property), selected in an objective data-driven approach.

Although the derivations above were discussed by considering only one of the terms in the series of Eq. (2), we hope the reader can see that the above treatment can be applied in the exact same manner to all the terms in the series. However, in the higher-order terms of the series, we need to include higher-order spatial statistics. Since \( x_i \) is being used here to denote the weights of the principal components arising from a consideration of all of the \( n \)-point spatial correlations included in the analyses, the low-dimensional data-driven form of Eq. (2) looks identical to that shown in Eq. (8):

\[
C' \approx \tilde{A}_o + \sum_i \tilde{A}_i x_i
\]

where \( C' \) denotes a specific tensorial component of the effective property of interest.

The goals of the data science approach are to identify the important terms that make dominant contributions to Eq. (9) and estimate the corresponding values of the influence coefficients, \( \tilde{A}_i \). Our goal is to keep the structure of Eq. (9) relatively simple with a small number of terms so that we can produce computationally low-cost structure–property linkages. It is also important to note that the relatively simple algebraic structure of Eq. (9) allows us to potentially invert the relationships, where we seek to identify specific microstructures that correspond to a targeted value of the effective property.

One of the limitations of Eq. (9) is that it is derived from the weak contrast expansion of the homogenization theory expressed in Eq. (2). In an effort to alleviate this limitation, we have altered the structure of Eq. (9) as follows:

\[
C' \approx \tilde{A}_o + \sum_i \tilde{A}_i \tilde{x}_i
\]

where \( \tilde{x}_i \) denotes certain polynomial combinations of \( x_i \). In other words, we have allowed the inclusion of different polynomial groupings of \( x_i \) in the surrogate model to be extracted, if they produced significant contributions to the effective property of interest. This extension of Eq. (9) was partially motivated by the fact that the higher-order spatial correlations can be seen as products of lower-order spatial correlations in the limiting case of perfectly disordered materials. Since our interest here extends far beyond perfectly disordered materials, we are hypothesizing that simple polynomials of the weights of the principal components would capture these complex interdependencies to a certain extent.

It should be noted that the introduction of the polynomials in Eq. (10) is a novel contribution of this work. In many ways, this is analogous to Taylor series expansions where one uses similar polynomial expressions. It is also important to note the sequence of operations in the proposed approach. In this approach the PCA is first applied on the spatial correlations without any consideration of the information on the properties. In other words, this is an unsupervised dimensionality reduction based exclusively on structure metrics. Since there was no consideration of properties in the PCA step, there is no implicit assumption of a linear dependence between PC scores and properties. That is why we are seeking nonlinear linkages between PC scores (representing structure) and the properties of interest through Eq. (10). It is also entirely possible to employ other approaches that combine these two steps in a single supervised, nonlinear, dimensionality reduction step. This could be a focus for future efforts in this emerging area.

In the data-driven approach presented in this paper, our strategy would be to objectively evaluate the importance of a large number of structure measures in controlling the value of a selected effective property of interest and identify the specific terms that make the strongest contributions. This is accomplished by performing a large number of regressions to calibration dataset produced using a numerical simulation tool (e.g., finite element models). Data science approaches similar to these have also been successfully employed by our research group in different, but related, applications [60–65].

Overall, the novel data science approach described in this paper involves the three main steps identified in Fig. 1: (1) generating a calibration dataset comprising an ensemble of representative microstructures of interest and simulating their mechanical responses using suitable physics-based numerical models, (2) extracting objective, reduced-order, quantitative measures of the microstructures, and (3) establishing validated structure–property linkages. These steps are described in detail below.

3.1. Generation of the calibration dataset

The first step involves the creation of an ensemble of microstructures that are representative of the specific application, and evaluating their mechanical responses using suitable tools (e.g., finite element models). The microstructures can either be extracted from measurements or generated synthetically. Either way, the microstructure needs to be discretized and digitized suitably, resulting in \( m \) described earlier (cf. [1,31]). The properties of interest corresponding to each microstructure can be obtained either from direct measurements or from mathematical/numerical models.

Fig. 1. Main components of the data-science approach utilized in this work for establishing structure–property linkages.
3.2. Establish objective reduced-order quantification of microstructure

Let \( f_r \) denote the selected subset of \( n \)-point statistics of interest for establishing structure–property linkages in a specific application. Let \( R \) denote the dimensionality of \( f_r \), i.e. \( r = 1, 2, \ldots, R \). Let \( i = 1, 2, \ldots, I \) enumerate the elements of the ensemble of microstructures used in establishing the structure–property linkages of interest. It is generally expected that \( I \leq R \). In such situations, PCA identifies a maximum of \((I - 1)\) orthogonal directions in the \( R \)-dimensional space that are arranged by decreasing levels of variance. Mathematically, the PCA representation of any microstructure of the selected ensemble of microstructures, labeled by superscript \( (k) \), can be expressed as:

\[
\tilde{f}_r = \sum_{i=1}^{\min(I-1,R)} \kappa_i \phi_i + \tilde{f}_r, \tag{11}
\]

where \( \tilde{f}_r \) is simply the averaged value of the selected \( n \)-point statistics for the entire ensemble, and \( \kappa_i \) (referred to as PC weights) provides an objective representation of the \( (k)\)th microstructure in the new orthogonal reference frame identified by \( \phi_i \) (from PCA).

Another important output from the PCA is the significance of each principal component, \( b_i \), obtained in the eigenvalue decomposition performed as a part of the PCA. The values of \( b_i \) provide important measures of the inherent variance among the members of the ensemble of microstructures [30]. More importantly, by retaining only the components associated with the highest (or the most significant) eigenvalues, it is often possible to obtain an objective reduced-order representation of the microstructure with only a handful of parameters [28,30]. Mathematically, this reduced-order representation can be expressed as:

\[
f_r^{(k)} \approx \sum_{i=1}^{R'} \kappa_i \phi_i + \tilde{f}_r, \tag{12}
\]

where \( R' \ll \min((I-1), R) \). Selection of \( R' \) will depend on the specific properties that need to be correlated to the microstructure measures.

3.3. Establish and validate structure–property linkages

The protocols described in the previous two subsections produce one data point for each microstructure, which can be expressed as \( (P_1^{(k)}, P_2^{(k)}, \ldots, P_K^{(k)}, x_1^{(k)}, x_2^{(k)}, \ldots, x_M^{(k)}) \), where \( (k) \) indexes the specific microstructure, \( P_i^{(k)} \) denotes a specific macroscale property of interest (we assume that there are \( M \) macroscale properties of interest), and \( x_i^{(k)} \) denotes the reduced-order representation of microstructure (elaborated in the previous subsection). Consider a dataset with \( K \) (i.e., \( k = 1, 2, \ldots, K \)) such data points. We now explore robust methods to extract high fidelity microstructure–property linkages from such a dataset. In this work, we have utilized simple polynomial functions and ordinary least squares linear regression techniques [66]. Other functional descriptions and regression techniques may also be employed as needed.

For simplicity of notation, in the equations below, we drop the subscript on the property of interest and refer to it generically as \( P^{(k)} \). Let a normalized error, \( E^{(k)} \), associated with each data point in the linear regression be defined as:

\[
E^{(k)} = \frac{1}{N} \sum_{k=1}^{N} p^{(k)} \tag{13}
\]

where \( p^{(k)} \) denotes a \( p\)-order polynomial function, and the normalization factor is selected as the mean value of the property. The polynomial coefficients are then established using standard protocols of minimizing the sum of the squares of the residuals in the entire dataset (including all \( K \) data points). Note that the extracted polynomial linkage depends critically on the selection of both \( p \) and \( R' \) as well as the error measure (Eq. (13)).

Critical selection of parameters \( p \) and \( R' \) is central to the extraction of high-fidelity microstructure–property linkages. Although higher values of \( p \) and \( R' \) will always produce a lower value of the error, they do not necessarily increase the fidelity of the extracted linkages. This is because the higher values of \( p \) and \( R' \) may lead to over-fitting of the linkages, and can produce erroneous estimates in any subsequent application of the linkages to new microstructures (those not included in the regression analyses).

The following specific measures were employed in this study to critically evaluate the robustness of the polynomial-fits:

(i) Mean absolute error of fit defined as:

\[
\bar{E} = \frac{1}{K} \sum_{k=1}^{K} E^{(k)} \tag{14}
\]

(ii) Standard deviation, \( \sigma \) of error of fit with respect to mean absolute error, defined as:

\[
\sigma = \sqrt{\frac{1}{K} \sum_{k=1}^{K} (E^{(k)} - \bar{E})^2} \tag{15}
\]

(iii) Mean absolute error \( \bar{E}_{CV} \), and standard deviation \( \sigma_{CV} \) of Leave-One-Out Cross Validation (LOOCV) error. This model selection method involves the training of a polynomial fit \( K \) times, while leaving one data point out of the test set each time. Cross validation error for a single instance \( E^{(k)}_{CV} \) is thus defined as:

\[
E^{(k)}_{CV} = \frac{1}{N} \sum_{k=1}^{N} p^{(k)} \tag{16}
\]

where \( p^{(k)} \) is the polynomial fit obtained by ignoring the \( k\)th data point. Given a large \( K \), for an over-fitted polynomial, the exclusion of a single data point will cause significant change in the coefficients, whereas for a good fit this change will be negligible. The measures \( \bar{E}_{CV} \) and \( \sigma_{CV} \) are defined as the mean and standard deviation of the set defined as \( \{E^{(k)}_{CV}|k \in 1..K\} \).

The first two measures of error of fit defined above will show improvement of fit with higher values of \( p \) and \( R' \), whereas the last two measures of error of CV are expected to show a decline in robustness of fit with higher values of \( p \) and \( R' \) (indicating over-fit of data). Therefore, a compromise can be made in choosing the best fit based on the
values of the above four measures. If multiple viable fits exist, one might select the least complex one (the one with the lowest number of terms).

It should be noted that we have deviated here from the traditional practice of splitting the data into a calibration (or training) component and a validation component. The conventional approach of hard-splitting of data is usually a good practice in situations where the number of data points far exceeds the number of parameters involved in the training. In the present application, because of the high cost of generating data (each numerical simulation for a given microstructure using a physics-based model generally incurs a significant cost), the above described approach of cross validation is preferred in order to maximize the utilization of the available information in establishing the surrogate model. Given the unimaginably large space of all theoretically possible microstructures and the relatively small number of available datasets, effective utilization of all available datasets takes precedence in the data science approach described in this paper.

4. Case study: non-metallic inclusions/steel composite system

In this section, we critically evaluate the applicability of the data-science approach described above to the non-metallic inclusions/steel composite system. The importance and motivation for this application have been discussed earlier. The details of the application are described below following the three main steps outlined in the previous section.

4.1. Generation of the calibration dataset

4.1.1. Synthetic microstructures

Two-dimensional (2-D) synthetic microstructures were generated containing multiple hard or soft inclusions with different sizes, shapes and spatial configurations in a steel matrix. For this purpose, a library of 500 particles (inclusions) was first generated such that this set exhibited a broad range of particle shapes and sizes seen in the published literature [41,42,51,67]. Circular, square, triangular, rhombic and platelet (horizontal and vertical orientation) shapes were included in this particle library. Radii of the circular inclusions were selected to be in the size range of 5–30 μm. For inclusions of other shapes, sizes were selected such that they had comparable areas to those of circular inclusions described above. A total of 900 microstructures were generated by randomly selecting the desired number of particles from the library and placing them in the steel matrix based on four different placement criteria – random arrangement, banded arrangements (i.e., horizontal or vertical bands) and clusters. Overlaps in the spatial placement of the particles were allowed, as this essentially led to particles of complex shapes (see Fig. 2). Additional details for each microstructure class are presented below.

1. Random arrangement: A total of 400 synthetic microstructures were generated using the following sequence of steps: (i) randomly choose the number of particles for each microstructure in the range 1–5, (ii) randomly select the desired number of particles from the library, and (iii) randomly place the particles in the microstructure. Fig. 2(a) shows an example of this class of microstructures.

2. Banded arrangements: A total of 250 microstructures were generated by randomly selecting 20 particles in the size range of 5–20 μm from the library, and placing them randomly in one of the three equally spaced horizontal or vertical bands. The number of microstructures were equally split (125 each) into those displaying horizontal and vertical bands. Fig. 2(b) and (c) shows examples of banded microstructures.

3. Clusters: 250 microstructures were generated with inclusions in clusters. 20 particles in size range of 5–20 μm were randomly selected from the library, and placed randomly in one of the four defined inclusion clusters. Fig. 2(d) shows an example of a clustered microstructure.

The selection of the number of microstructures in each class described above was somewhat arbitrary, and was guided by the LOOCV method described earlier (to be performed in step 3 of the proposed approach). In other words, more microstructures of a class were added if the LOOCV analyses (performed in step 3) indicated sensitivity of the extracted linkages to the accumulated datasets.

It is computationally advantageous to discretize the 2-D microstructure into uniform (square) bins and restrict our attention to the class of eigen microstructures (i.e., each pixel was completely filled by either the inclusion or the steel phase). All the microstructures were assumed to occupy spatial dimensions of 250 μm × 250 μm, which was tessellated into 80 × 80 bins. The area fraction of the inclusions in the microstructure ensemble was varied between 0% and 20% to reflect the local volume fraction of inclusions in the steel matrix encountered in practice.

4.1.2. Micro-mechanical model

The next step is to evaluate the properties of interest associated with each of the 900 microstructures generated in the previous step. In the present study, a FEM (finite element model) based micromechanical model was developed to simulate plane strain compression of the inclusion-steel composite system. Furthermore, since the main purpose of this case study is to establish the feasibility of the data science approach, it was decided to evaluate the mechanical properties of interest using a 2-D micro-mechanical model (the 3-D models would have incurred a substantially higher computational cost). The elements in the finite element mesh were made to correspond exactly to the spatial bins in the digitized microstructure. It is noted that the square-shaped elements introduce jagged interfaces (between the inclusions and the matrix), which are likely to result in significant errors in the local stress (or strain) fields close to the interfaces. However, our interest in the present case study is on specific macroscale performance parameters of interest (described later). A sensitivity study was conducted to ensure that the predictions of the macroscale performance parameters selected for this study were not noticeably influenced by any errors introduced by the use of the simple square-shaped elements. This was accomplished by creating alternate meshes with elements suitably designed to align with the interfaces (non-uniform meshes) for a limited number of selected exemplar microstructures, and comparing their predictions with the corresponding predictions from uniform meshes. The use of the simple square-shaped elements allowed automated generation of the finite element meshes for the 900 microstructures used.
in this study, and tremendously speeded up the acquisition of the dataset.

The FE model was created using the commercial software ANSYS using 2-D, 4-noded, structural solid elements. A uniform mesh of 6400 elements was generated and periodic boundary conditions were applied to simulate a plane strain compression of 15% reduction. Both the inclusion and steel were treated as isotropic, with the inclusion being elastic-perfectly plastic and the matrix being elastic–plastic (with hardening). The flow stresses for inclusion and steel matrix were prescribed as [68]:

\[
\sigma_{\text{inclusion}} = \frac{3}{10} \varepsilon T \exp \left( \frac{3.39 \times 10^4}{T} - 22.06 \right)
\]  (17)

\[
\sigma_{\text{steel}} = 3.37 \times 10^6 \exp \left( \frac{5000}{T} \right) \varepsilon^{0.23} \left( 0.276 \varepsilon \right)^{0.157} \]  (18)

Our attention in the present case study was restricted to temperatures of 900 and 1000 °C and a strain rate of 5 s\(^{-1}\) (these reflect the most commonly encountered conditions in hot rolling of steels). Incorporation of a suitable constitutive description for the interfaces is a major challenge [18,49–51]. In this work, the inclusion/steel matrix interface is modeled using 2-D, 2-noded, surface to surface contact elements on the inclusion side of the interface and 2-D target elements on the steel matrix side. It was assumed that the interface is initially bonded, and that sliding occurs with friction after debonding. A bilinear cohesive zone model (CZM) with mode I debonding was used [69]. CZM parameters used in this study included maximum normal contact stress \(\sigma_{\text{max}} = 0.01\) MPa, contact gap at the completion of debonding \(\delta_n = 0.1\) μm, and artificial damping coefficient \(\eta = 10^{-5}\) [49,70]. Coefficient of friction was taken as 0.4 [50].

A total of three macroscale performance parameters of interest were selected for this case study. In other words for each microstructure, these properties would be extracted from the micro-mechanical FE models and linked with the microstructure measures in the later steps of the protocols described in this paper. The macroscale parameters selected are (i) the effective (composite) yield strength \(\sigma_0\), (ii) effective strain hardening exponent (N), and (iii) localization propensity (LP). \(\sigma_0\) and N are examples of bulk properties (i.e., volume averaged values), while LP quantifies the degree of the heterogeneity of the local response. These parameters are extracted as follows:

![Fig. 2. Examples of the microstructure ensemble generated for this study. Multiple inclusions with different sizes and shapes were randomly selected and distributed in the steel matrix using different placement criteria described in the text.](image-url)
(i) $\sigma_0$: Effective yield strength of the composite material system is computed from averaged (overall) true stress–strain response. $\sigma_0$ is defined as the macroscale stress at 0.2% offset macroscale plastic strain.

(ii) $N$: Effective strain hardening exponent is computed by fitting the averaged true stress–strain response to a power hardening law [70].

$$\sigma_x = \sigma_0 \left(1 + \left(\frac{3G}{\sigma_0} \varepsilon_x\right)^N\right)$$

In this study, $N$ was computed only for the case of soft inclusions. For the case of hard inclusions, the range of parameter $N$ was negligibly small when computed for all microstructures in the selected ensemble.

(iii) $LP$: Localization propensity was defined to capture strain localization in the system during plane strain compression (to be used as an indicator of potential damage accumulation). It was defined as the area fraction of the matrix elements experiencing an equivalent strain greater than a prescribed cut-off strain ($\varepsilon_c$). In this work, the cut-off strain was chosen as 1.25 times the macroscale equivalent strain ($\varepsilon$) applied to the composite material system. It was observed that the predicted values of LP produced a significant variation only for the hard inclusions. This is consistent with prior reports in the literature where hard inclusions were observed to lead to interface delamination, voiding, and eventual crack formation [41–45,48].

Various other parameters used in the models are summarized in Table 1. Separate simulations were performed for (1) hard and (2) soft inclusions, i.e., 900 simulations were performed for each case. Fig. 3(a) and (b) shows example results from simulations for hard and soft inclusions, respectively. The corresponding initial microstructure for these results was shown in Fig. 2(a). Fig. 3(a) shows a contour plot of the equivalent plastic strain for multiple hard inclusions present in the steel matrix. Strain localization and void formation at inclusion/matrix interface can be clearly observed in the simulation results (consistent with experiments reported in the literature [41–45,48]). Fig. 3(b) shows contour plot of equivalent plastic strain for multiple soft inclusions present in the steel matrix. No void formation occurs in the case of soft inclusions; instead inclusions just get elongated.

### 4.2. Objective reduced-order quantification of microstructure

The next step after generating the calibration dataset is to establish an objective reduced-order quantification of each synthetic microstructure used in the study. In the present study, $\{f_r|r = 1, 2, \ldots, R\}$ denotes the complete set of 2-point statistics for one microstructure. Also, in the present example, $R = 6400$ (in the FFT methods described here, the number of discrete vectors is equal to number of spatial bins, i.e. $80 \times 80 = 6400$). Consequently, the range for the index $r$ is the same as the range for index $x$ used to enumerate the spatial bins. Autocorrelations of the matrix phase were used to capture all of the independent 2-point statistics for each microstructure. 2-point autocorrelations were generated for all 900 microstructures. Following Eq. (11), PCA was performed to obtain reduced-order representations for this set of autocorrelations. Since the number of microstructures was 900, the data matrix of 2-point statistics for PCA was of dimensions $6400 \times 900$.

Our first objective with the PCA representations is to examine their efficacy in providing low-dimensional representations of the microstructures. In other words, if two microstructures look similar to each other, their PCA representations (i.e., values of $x_i$) should be close to each other. Also, if two microstructures look very different, their PCA representations should be far apart. Various two-dimensional projections of the PCA representations (for all of the 900 microstructures included in this study) are shown in Fig. 4(a), where each point in the plot represents one microstructure. It is extremely important to note that all of the plots in Fig. 4(a) are low-dimensional projections of the same PCA space. The microstructure representations in this plot are color-coded to distinguish the four different classes included in this study (i.e., random, horizontally banded, vertically banded, and clustered). Careful examination of the plots shown in Fig. 4(a) does indeed demonstrate that the PCA representations of microstructures within a given class are indeed generally closer to each other compared to PCA representations of microstructures across the different classes. Note that the PCA performed here was completely unsupervised (i.e., the microstructures were not identified by their class in any way in the PCA). Therefore, the automatic classification of the microstructures seen in Fig. 4(a) is actually an output from the PCA. As a further investigation of the efficacy of the PCA, we track the positions of five exemplar microstructures (labeled #1 through #5) shown in Fig. 4(b) in the plots of Fig. 4(a). Microstructures #1 and #2 in Fig. 4(b) are somewhat similar to each other, while being distinctly different than either #4 or #5. Likewise, #4 and #5 are closer to each other, compared to the rest. Also, microstructure #3 is distinctly different from the rest. All of these features are reflected fairly accurately in the distances between their corresponding representations in Fig. 4(a).

It is also informative to examine the information embedded in each of the principal components. Plots of $f_r$ and $\phi_r$ (for different values of $r$; see Eq. (12)) are presented on $80 \times 80$ grid of spatial bins in Fig. 5. As noted earlier, $r$ indexes the discretization of the vector space used in defining the 2-point spatial correlations. Plotting the correlations as shown in Fig. 5 allows easy interpretation of the spatial correlations. The center point in these plots corresponds to the zero vector (the corresponding autocorrelation captures the volume fraction). The other points in the plot provide the 2-point statistic of interest for a vector corresponding to the difference between the selected point (where the statistic is shown in the plot) and the center of the plot [26, 27, 29, 30]. In these autocorrelation plots, the intensity and position of each peak with the center provide information on the salient features in the spatial distribution of the matrix phase. The plot of $f_r$ simply reflects the averaged auto-correlations for the entire ensemble of 900 microstructures studied here. As expected the averaged auto-correlation reflects a mostly random microstructure (produces a peak in the center that asymptotes quickly to a uniform value away from the center) with a few small peaks at the midpoints of the edges and the corners (these are presumably the contributions from the banded microstructures). On the other hand, plots of $\phi_r$ reflect a prioritized set of orthogonal deviations from the averaged autocorrelation. In other words, $\phi_r$ reflects the most dominant deviation, $\phi_{2r}$ is the next most dominant
deviation, and so on. The plot of $u_r$ shows that it captures a certain scaled deviation in the intensities of the center peak (corresponds to volume fraction of the matrix phase in the microstructure) as well as the peaks at the midpoints of edges and the corners. Note also that the higher-order $u_r$ are in general more heterogeneous (i.e., they are trying to capture more subtle features in the microstructure). As implied in Eq. (12), one can construct the autocorrelation of any specific microstructure element of interest by starting with the averaged autocorrelation and adding weighted contributions from each of the principal components. This is illustrated in Fig. 6, where the deviation of the autocorrelation of an exemplar microstructure from the ensemble average is decomposed into the individual weighted principal components. As shown in Fig. 6, there will be a truncation error in the decomposition when the higher-order principal components are ignored. However, since PCA provides a prioritized list of principal components, one can make the decision on the truncation level in a very objective manner.

4.3. Establish and validate structure–property linkages

In this study, the structure–property linkages will be generated using both the conventional and the data science approaches described earlier to allow for a critical comparison of these approaches. Structure–property linkages using conventional approaches were established using the following sequence of steps: (1) volume fraction of inclusions and the average inclusion size were computed as structure measures for each synthetic microstructure generated in this study. Volume fraction was computed by dividing the total area of inclusions by total area (inclusion + matrix) and average inclusion size was computed as a simple average of the equivalent diameters of all inclusions present in a microstructure. (2) Macro-scale performance parameters were computed using the micromechanical finite element model (same as for the data-science approach). (3) Power-law functional forms (discussed in Section 2) of the type

<table>
<thead>
<tr>
<th>Definitions</th>
<th>Case 1 (hard inclusions)</th>
<th>Case 2 (soft inclusions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (T)</td>
<td>900 °C</td>
<td>1000 °C</td>
</tr>
<tr>
<td>Strain rate ($\dot{t}$)</td>
<td>5 s$^{-1}$</td>
<td>5 s$^{-1}$</td>
</tr>
<tr>
<td>Inclusion: Young’s modulus (E)</td>
<td>136.93 GPa</td>
<td>10.27 GPa</td>
</tr>
<tr>
<td>Inclusion: Poisson’s ratio ($v$)</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Inclusion: yield strength ($\sigma_y$)</td>
<td>273.86 MPa</td>
<td>20.54 MPa</td>
</tr>
<tr>
<td>Steel: Young’s modulus (E)</td>
<td>29.77 GPa</td>
<td>21.39 GPa</td>
</tr>
<tr>
<td>Steel: Poisson’s ratio ($v$)</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Steel: yield strength ($\sigma_y$)</td>
<td>56.99 MPa</td>
<td>44.73 MPa</td>
</tr>
<tr>
<td>Steel: hardening exponent ($N$)</td>
<td>0.23</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 1. Model parameters used for the case study presented in this work.
\[ y = a^*x^k \]

where \( y \) = property of interest and \( x \) = empirical structure measure, were established using standard regression analysis. Following the typical practice in the field, only one structure parameter was explored at a time in the conventional fits.

Structure–property linkages using data science approach were established using regression analysis and validated using leave-one-out cross-validation as described in Section 3.3. Increasing degrees of polynomial (1 \( \leq p \leq 5 \)) and increasing numbers of PCs (1 \( \leq R^* \leq 5 \)) were explored in the regression analysis. It should therefore be noted that the data science approach evaluates a very large number of regressions (corresponding to a large number of combinations of \( p \) and \( R^* \)) before arriving at the best surrogate model. As described earlier, macroscale parameters \( r_0, N, \) and LP were chosen as properties of interest \( P_j^{(k)} \). In the

![Fig. 4](image-url)

Fig. 4. (a) Scatter plot of the entire data set of 900 micrographs, plotted on the principal components, in different low-dimensional projections. Clusters corresponding to the 4 different methods of microstructure generation are identified by colors and markers. (b) 5 example micrographs whose approximate locations on the first 3 PCA axes are shown in (a). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

![Fig. 5](image-url)

Fig. 5. Plots of \( \tilde{f}_r \) and \( \varphi_r \) (for the first 3 values of \( i \); see Eq. (12) and index \( r = 1, 2, \ldots, 6400 \) obtained from the entire ensemble of 900 microstructures and represented on 80 \( \times \) 80 grid of spatial bins.
case of hard inclusions (case 1) parameters $\sigma_0$ and LP were computed, and in the case of soft inclusions (case 2) parameters $\sigma_0$ and $N$ were computed. Data-driven structure–property linkages for each parameter were then established by objective selection of $p$ and $R^*$ such that the most robust (i.e., accurate without risking over-fitting) linkages were established (after evaluating a large number of regression analyses involving different combinations of $p$ and $R^*$).

Fig. 7 and Table 2 summarize the results of all the fits produced in this study using both the conventional approaches and the data science approaches described in this paper. It is clear from these results that for all three macroscale parameters studied here, the data science protocols produced very robust and reliable linkages. This is evidenced in the values of the errors and their standard deviations for all 900 microstructures (see Table 2) evaluated in this study. As expected, the linkages are much more accurate for macroscale parameters that reflect bulk averaged values (such as yield strengths) when compared to macroscale parameters that are strongly weighted by local responses (such as LP).

Anyone wanting to use these linkages needs both the values of $A_i$ as well as the corresponding $\phi_{ir}$. The size of $\phi_{ir}$, makes it impossible to present the linkages established in this work in the form of a simple table. The authors would however be willing to share the $\phi_{ir}$ established in this work with anyone who requests for this information. The values of $A_i$ for each linkage produced in this work are shown in Table 3. The physical significance of the principal components (cf. Fig. 5) was discussed earlier. The linkages presented here allow for quantitative evaluation of the relative influences of any selected principal component or any specific spatial correlation of interest. For example, one might use the linkages shown in Table 3 together with the Eq. (12) to identify the structure features (defined in the space of spatial correlations or in the space of the principal components) that demonstrate the highest potential for improvement in the desired properties (e.g., through evaluation of suitable derivatives).

5. Discussion

Even though Fig. 7 and Table 2 have clearly demonstrated a higher accuracy of the surrogate models obtained from the data science approaches compared to the conventional approaches, this is not the main point of this paper. Indeed, one can argue that the effort involved in establishing the data science linkages presented here is substantially higher compared to the effort expended in the highly simplified conventional approaches presented in this paper. One might even argue that if a stronger effort was spent on the conventional approaches presented here (for example, by combining the different traditional structure measures into new polynomial terms), they might have resulted in equally good (or perhaps even better) surrogate models. However, the main difficulty in extending the conventional approaches to much richer regression analyses comes from the lack of guidance in the objective selection of the structure measures. The data science approach described here, based on the systematic use of $n$-point statistics for structure measures, presents an approach that can be largely automated using computer codes. It should also be recognized that the overall modular approach presented in Fig. 1 is highly flexible to allow inclusion of any microstructure measures deemed important for the problem at hand, including the simple microstructure measures used here in the conventional approaches. In other words, it is entirely possible to combine the systematic measures of microstructure defined by the $n$-point statistics with any deemed important by legacy knowledge (i.e., knowledge already accumulated by experts in the specific domain) in the workflow described in Fig. 1. The main point of this paper is to demonstrate that explorations for structure–property linkages can be conducted most efficiently by exploiting modern data science based workflows; the central feature of these new protocols is their automated consideration of a very large number of regression fits leading to the selection of surrogate models that meet the user-prescribed error and cross-validation criteria.

Another distinguishing feature of the approach presented here is that it blends the known physics and data sciences in a very natural manner. Unlike approaches based on neural networks that search through a large space of potential functions for capturing the linkages of interest, the functional form of the linkage in the protocols presented here was taken directly from the most sophisticated homogenization theories available today. Therefore, in the approach presented here, we are effectively combining the best aspects of physics-based approaches and the data science approaches. More specifically, data science was employed to mainly fill the gaps (note that the analytical
computation of the influence coefficients, $A_{ij}^{XY}$ in Eq. (7), is quite challenging).

We now discuss some of the limitations of the data science approach presented here. It is noted that the linkages developed here are data-driven in the sense that they are established using a specific set of 900 microstructures. The central assumption in the data-driven approach presented here is that this set of 900 microstructures is inclusive of all of the different types of microstructures encountered in the actual application. Keeping in mind that the number of theoretically possible distinct microstructures in a composite system is unimaginably large, it is unlikely that the specific set of 900 microstructures selected here would represent every theoretically possible microstructure. In other words, it is entirely possible that one might encounter a new microstructure that is distinctly different from the microstructures included in the study. In such a situation, the framework presented above presents two distinct opportunities: (i) one can quantify rigorously the difference between the new microstructure and the elements of the ensemble used in generating the linkages using the $n$-point spatial correlations as the measures of the microstructure. It would then be possible to decide objectively if the new microstructure constitutes an interpolation or an extrapolation of the microstructures included in the analyses (cf. see Fig. 4). This is important because an interpolation in the microstructure space would impart much more confidence in the predicted value of the property compared to an extrapolation. (ii) If it is deemed that the new microstructure is distinctly different than the microstructures included in the prior analyses, one can then decide to extend the analyses with minimal additional effort by adding new sets of microstructures. The data science framework and algorithms presented here allow easy addition of new data points with minimal redundant work. This is because both the principal component analyses and the regression methods allow easy updates with the addition of new data points.

There are several areas where the data science approach presented above needs further development and refinement. These include: (i) better approaches for selecting the set of microstructures to be included in the analyses such that they uniformly populate the input domain of interest in establishing the structure–property linkages, and (ii) more rigorous tools for objectively evaluating the relative importance of the exceedingly large number of potential structure measures.

6. Conclusions

The main steps involved in the data-science approach were demonstrated and validated for the case study of non-metallic inclusions/steel composite system. This
approach was evaluated for the first time for nonlinear phenomena such as plasticity, and the good fits obtained attest to the versatility of this approach. Since, inclusions have different shapes, sizes and distributions in the steel matrix, a very large number of different microstructures could be potentially encountered in this application. The data-science approach provided a practical approach to this problem and extracted robust structure–property linkages of interest. These structure–property linkages are capable of communicating systematically the knowledge gathered at microscale to macroscale simulations, and are invaluable to process design.
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Appendix A

List of important symbols and their definitions used in this paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>Effective stiffness tensor</td>
<td>$b_i$</td>
<td>Variance of principal components</td>
</tr>
<tr>
<td>$C'$</td>
<td>Perturbation in local stiffness tensor</td>
<td>$P_i$</td>
<td>Macroscale property of interest</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Microstructure</td>
<td>$K$</td>
<td>Total number of microstructures</td>
</tr>
<tr>
<td>$t$</td>
<td>Position vector</td>
<td>$p$</td>
<td>Order of polynomial</td>
</tr>
<tr>
<td>$h$, $h'$</td>
<td>Local states</td>
<td>$f^p$</td>
<td>$p^{th}$-order polynomial function</td>
</tr>
</tbody>
</table>
\begin{align*}
\Psi & \quad \text{Position vector} \\
\mathbf{s} & \quad \text{Index for spatial bin} \\
m_h^s & \quad \text{Discretized microstructure signal} \\
r & \quad \text{Index for discretized vector space} \\
f_{r}^{hl}, f_r & \quad \text{2-point spatial correlations} \\
\bar{f}_r & \quad \text{Averaged 2-point correlations} \\
\alpha_i & \quad \text{Weights of principal components} \\
\tilde{\alpha}_i & \quad \text{Influence coefficients of } \alpha_i \\
\varphi_{ir} & \quad \text{Orthogonal PCA reference frame} \\
A_i, A_0 & \quad \text{Influence coefficients of } \tilde{\alpha}_i \\
R & \quad \text{Total number of 2-point statistics for a microstructure} \\
\Gamma & \quad \text{Symmetric second derivative of Green’s function} \\
A_r^{hl} & \quad \text{Microstructure independent coefficients of } f_{r}^{hl} \\
\sigma & \quad \text{Standard deviation of error of fit} \\
\sigma_{CV} & \quad \text{Standard deviation of LOOCV error} \\
E_{CV} & \quad \text{Mean absolute error of LOOCV} \\
\mathbf{E} & \quad \text{Mean absolute error of fit} \\
\sigma_0 & \quad \text{Strain hardening exponent} \\
n & \quad \text{Localization propensity} \\
e_c & \quad \text{Cut-off strain} \\
\bar{e} & \quad \text{Macroscale equivalent strain} \\
\pi^{k} & \quad \text{Index for number of microstructures} \\
R^{*} & \quad \text{Number of principal components used for developing linkages} \\
2^{(k)} & \quad \text{2-point statistics for } k^{th} \text{ microstructure} \\
E^{(k)} & \quad \text{Normalized error for } k^{th} \text{microstructure} \\
\end{align*}
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